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ABSTRACT 

 

In numerous jobs, the approximate nearest neighbor (ANN) search has shown remarkable 

success. ANN search techniques that are currently widely used, including quantization and 

hashing, are only intended for static databases. Because retraining the model on the new 

database requires a significant computing effort, they are unable to manage databases where 

the distribution of data is changing dynamically. Our approach to solving the issue in this 

research is to create an online product quantization (online PQ) model and update the 

quantization codebook gradually to account for the incoming streaming data. Furthermore, 

we create two budget restrictions for the model to update a portion of the PQ codebook rather 

than the entire one in order to further mitigate the problem of large-scale computing for the 

live PQ update. We construct a loss bound that ensures our online PQ model will function as 

expected. In addition, we create an online PQ model over a sliding window that supports the 

insertion and deletion of data in real-time to better represent the data's behavior. In 

comparison with baseline approaches, the studies show that our online PQ model for ANN 

search in dynamic large-scale databases is both efficient and effective in terms of time, and 

the concept of partial PQ codebook updating further minimizes the update cost. 

 

Keywords: Business to customer (approximate nearest neighbor; ANN), shopping cart, 

payment system, product quantization 

 

1 INTRODUCTION 

 

In a static database, approximate nearest neighbor (ANN) search has shown 

remarkable success in assisting with a variety of tasks, including item identification, 

categorization, and information retrieval. However, databases are dynamically growing with 

data distribution evolving over time due to the massive amount of data generated at an 

unprecedented rate every day in the big data era, and existing ANN search methods would 

perform unsatisfactorily without new data incorporated into their models. Moreover, the 

significant computational time and memory overhead of these methods make it impossible to 

retrain the model for the constantly changing database. Consequently, managing ANN search 

in a dynamic database environment is becoming more and more crucial. In the real world, 
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ANN search in a dynamic database is widely used. For example, a news searching system 

needs to handle news topic monitoring and retrieval in a continuously changing news 

database since a high number of news articles are published and updated on an hourly or 

daily basis. 

 

2 RELEATED WORK 

 

Ying Zhang, Donna Xu, and Ivor W. Tsang are the authors.Product quantization is a 

successful and efficient substitute for ANN search. PQ quantizes each low dimensional 

subspace into a number of sub-codewords after dividing the original space into a Cartesian 

product of those subspaces. In this sense, PQ can generate a large number of codewords at 

low storage costs and carry out ANN search at low computational costs. Additionally, it may 

accomplish adequate recall performance while maintaining the quantization error. Most 

crucially, quantization-based approaches represent each data instance by an index that 

associates with a codeword that is in the same vector space as the data object, in contrast to 

hashing-based methods that represent each data instance by a hash code, which depends on a 

set of hash functions. 

 

3 IMPLEMENTATION STUDY 

 

Current System: In a static database, approximate nearest neighbor (ANN) search has shown 

remarkable effectiveness in a variety of tasks, including item detection, classification, and 

information retrieval. However, databases are dynamically growing with data distribution 

evolving over time due to the massive amount of data generated at an unprecedented rate 

every day in the big data era, and existing ANN search methods would perform 

unsatisfactorily without new data incorporated into their models. Moreover, the significant 

computational time and memory overhead of these methods make it impossible to retrain the 

model for the constantly changing database. Consequently, managing ANN search in a 

dynamic database environment is becoming more and more crucial. 

Cons: • It is unable to manage a database where the distribution of data is changing on the 

fly. 

 

System Proposal & Alogirtham 

In order to support streaming data, we have demonstrated our online PQ technique. To 

further reduce the update time cost, we also use two budget limits to enable partial codebook 

updates. We have generated a relative loss bound to ensure our model's performance. 

Furthermore, we suggest an online PQ using a sliding window method to highlight real-time 

data. According to experimental results, our method achieves comparable search quality 

with batch mode PQ, is significantly faster at accommodating streaming data, and performs 

better than competing online hashing methods and unsupervised batch mode hashing method 

in terms of search accuracy and update time cost. 

Benefits 

• Manage the database using a continuously developing data distribution. 
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Fig1: SYSTEM ARCHITECTURE 
 

 

 

4. IMPLEMENTATION 

 MODULES 

1. User 

2.Admin 

 

MODULES DESCRIPTION 

User 

In this application the user should register with the application. then only the user can 

able to login into the homepage.After he gets the access into the home page, he can do the 

following activities such as view profile, search code word, search products, all purchased 

products.These are the operation will going to do by the user. 
 

Admin 

Admin also one of the module in the project, and the admin can perform the main role 

in this project.Here the admin can directly login into the application, here the admin can add 

the category, add product, view all added products, view product count, view Product 

quantization ranking, view graph. These are the operations will done by the admin. 

 
 

5 RESULTS AND DISCUSSION 

 

To run project double click on file to get below screens 
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HOME PAGE 

 
Figure 5.1: Home Page 

 

USER REGISTER PAGE 
 

Figure 5.2: User Register Page 
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USER LOGIN PAGE 
 

Figure 5.3: User Login Page 

ADMIN LOGIN PAGE 
 

Figure 5.4: Admin Login Page 
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VIEW PRODUCT PAGE 
 

Figure 5.5: View Product Page 

 

PRODUCT RANKING PAGE 
 

Figure 5.6: Product Ranking Page 

 

6. CONCLUSION AND FUTURE SCOPE 

 
 

 CONCLUSION 

In Online Product Quantization paper, we have presented our online PQ method to 

accommodate streaming data. In addition, we employ two budget constraints to facilitate 

partial codebook update to further alleviate the update time cost. A relative loss bound has 

been derived to guarantee the performance of our model. In addition, we propose an online 

PQ over sliding window approach, to emphasize on the real-time data. Experimental results 
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show that our method is significantly faster in accommodating the streaming data, 

outperforms the competing online and batch hashing methods in terms of search accuracy and 

update time cost, and attains comparable search quality with batch mode PQ. 

 

 FUTURE SCOPE 

In our future work, we will extend the online update for other MCQ methods, 

leveraging the advantage of them in a dynamic database environment to enhance the search 

performance. Each of them has challenges to be effectively extended to handle streaming 

data. For example, CQ and SQ require the old data for the codewords update at each iteration 

due to the constant inter-dictionary-elementproduct in the model constraint. AQ requires a 

high computational encoding procedure, which will dominate the update process in an online 

fashion. TQ needs to consider the tree graph update together with the codebook and the 

indices of the stored data. Extensions to these methods can be developed to address the 

challenges for online update. In addition, online PQ model can be extended to handle other 

learning problems such as multi output learning. Moreover, the theoretical bound for the 

online model will be further investigated. 
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